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Abstract

IEEE 802.11 has become the main technology in local
area wireless networks. However, performance anomalies,
especially, in terms of fairness, arise in its use in ad hoc net-
works. This paper introduces a fair access method (FWM:
Fair Wireless MAC) that is an extension of the original
802.11 DCF access method to ad hoc networks. A busy
tone-like mechanism is coupled with carrier sensing in or-
der to synchronize the state of neighboring nodes of a com-
munication. By extending the knowledge of the neighbor-
hood, the distributed contention resolution mechanism of
802.11 can apply again. This paper also deals with unfair-
ness caused by wireless transmission. The evaluation of the
FWM protocol is demonstrated through NS-2 simulations in
unfair scenarios.

1. Introduction

A Mobile Ad-hoc Network (MANET) is a self-
configuring network of mobile nodes connected by wire-
less links. The resulting network forms an arbitrary topol-
ogy. Nodes are free to move randomly and organize arbi-
trarily; thus, the network’s wireless topology may change
rapidly and unpredictably. Different communication modes
can be met for these networks. The simplest one implies
direct link communication in which source and destination
interact directly. A more complex mode involves nodes al-
lowing multi-hop communications: intermediate nodes re-
lay the transmission from the source to the destination. In-
dependently of the chosen communication mode, transmis-
sion lays down on IEEE 802.11 standard [11], commer-
cially called Wireless Fidelity (Wi-Fi). It defines physi-
cal and Medium Access Control (MAC) layers. The most
widely used access method in a MANET is based on Wi-
Fi access method working according to a contention-based
mode known as Distributed Coordination Function (DCF).
In common Wi-Fi networks, the topology is centered on a
node, known as Access Point (AP), and network commu-

nications pass through that node. In Fig. 1(a), when two
nodesS1 and S2 communicate with the AP (namelyD)
while being out of range of each other, DCF provides a
way for the AP to coordinate transmission and avoid col-
lision. This situation is known as thehidden station prob-
lem. However, DCF usage in ad hoc mode leads to new
issues. As shown in Fig. 1(b), communications are not cen-
tered anymore on a node: two receiversD1 andD2 are in-
volved. Emitters coordination cannot longer be possible as
no receiver is within the transmission range of both emit-
ters. This kind of situation leads to unfairness in medium
access. Indeed, it has been reported in [5] that under certain
situations, fairness issues appear in the use of DCF in ad
hoc networks.

DS1 S2

(a) Infras-
tructure
mode

S2S1 D1 D2

(b) Ad hoc mode

Figure 1. Operating modes of wireless net-
works

Fairness is of important concern in wireless networks in
which resources are limited and channel condition highly
dynamic. In unfair configuration, not only is the traffic con-
dition involved in resources sharing, but also the relative
location of nodes affects the effective utilization of these
resources. Therefore, it is difficult to manage resources in
such situations. We show that the main causes of unfairness
phenomena come from an incomplete knowledge of neigh-
borhood activities (or a lack of synchronization) for nodes.
In wireless networks, for a successful transmission through



direct link, coordination of both the emitter and the receiver
is necessary. DCF provides a mechanism to fulfill such a re-
quirement, but due to the difference between sensing range
and transmission range [14], it becomes inefficient. Fair-
ness issues are due to the inappropriate execution of DCF
in ad hoc mode. The proposed solution is based on DCF;
we adapt it to operate in situations exhibiting fairness is-
sues. The independence on the topology, self-configuration,
and implementation simplicity motivate the choice of our
approach. The principle consists in introducing a signaling
channel, exploiting the busy tone scheme [16], in addition to
the working channel running DCF. The proposition, called
Fair Wireless MAC (FWM), uses the signaling channel to
inform neighbors of an ongoing communication. In addi-
tion to carrier sensing, a node performs access method by
also considering the signaling channel. Evaluations of this
solution show that unfairness still remains due to varying
waiting delays for nodes trying to access the medium. Then,
FWM comprises an additional mechanism for the synchro-
nization of the beginning of the waiting period .

The paper will be organized as the following. Section 2
presents the DCF IEEE 802.11 mechanism and its fairness
limitations in ad hoc networks. The design of the proposed
solution is detailed in section 3. We study two basic sce-
narios; the integration of the solution with DCF and its ef-
ficiency are tested with these scenarios. Section 4 presents
the performance evaluation of the solution with other sce-
narios that are the combination of the basic cases, including
the chain topology. Section 5 presents existing solutions as
well as their drawbacks and limitations. Section 6 ends the
paper.

2. Fairness issues in DCF

DCF function is the main access method of the IEEE
802.11 standard [11]. It is based on the CSMA/CA mech-
anism. Carrier-sensing is done both at the physical layer
level and at the MAC layer level. At the physical layer, sens-
ing is carried out by detecting the activity of other nodes on
the channel. At the MAC level, this is done with the help
of the duration of the current transmission, announced in
the frame header. When receiving this information, stations
update their Network Allocation Vector (NAV). That dura-
tion includes a Short Inter-Frame Space (SIFS) and the ac-
knowledgment transmission delay. A station having a frame
to transmit can initiate its transmission if the medium is
idle for more than a DCF IFS (DIFS). If the medium is
busy, the station delays its transmission until it becomes
idle again during a DIFS and computes a backoff random
value. The backoff timer is decreased as the channel is
idle, frozen if it is busy, and resumed once the channel be-
comes free again for a duration greater than DIFS. A station
can initiate its transmission if its timer reaches zero. The

backoff value is chosen randomly in the interval[0, w − 1],
called CW (Contention Window). In case of transmission
failure, the value ofw is doubled up to a maximum value
2ḿW = CWmax + 1 whereW = CWmin + 1. On re-
ceipt of a frame, the destination node waits for a SIFS and
sends an acknowledgment (ACK) to the source to indicate
the frame was correctly received. If the frame is lost or
if the transmitting station does not receive an acknowledg-
ment, the value of thew is doubled. When an emitter re-
ceives an erroneous frame that cannot be decoded, it defers
its transmission of an Extended IFS (EIFS) (longer than a
DIFS) interval time instead of a DIFS, when the medium
becomes idle. This is to protect ACK transmission. EIFS
value is slightly greater than 7 DIFS. DCF has the benefit to
be flexible and easy to deploy. It then becomes the de facto
access method for MANETs.

Signal attenuation depending on the distance constitutes
one of the specificities of 802.11. A received signal may be
impossible to decode beyond a certain distance. The trans-
mission rangert defines the area within which a packet can
be successfully received while the sensing rangers > rt

defines the area within which a transmission can be sensed
but the content may not be received correctly.

Flow 0 Flow 1 Flow 2

rt < d < rs rt < d < rs
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(a) Unbalanced contention

Flow 0 Flow 1

rt < d < rs

d > rs

S0 D0 S1 D1

(b) Hidden station

Figure 2. Unfair scenarios

In addition to the range differences, other problems of
medium access fairness also exist. Fig. 2 depicts consid-
ered unfair scenarios; pairs are at a distanced > rt. In an
ad hoc network, all unfairness phenomena are due to the
following cases or to a combination of them: (1) the unbal-
anced level of contention (or double contention area prob-
lem), illustrated by the three-pairs scenario in Fig. 2(a),in
which the middle flow undergoes more contention than the
other flows. In Fig. 2(a), nodeS1 (flow 1) waits for both
nodesS0 andS2 (flows 0 and 2) to stop transmitting to get
a successful transmission. While nodesS0 andS2 are not



aware of the existence of each other, they will overflow the
channel, thus starving nodeS1. (2) the well-known hidden
station problem, depicted in Fig. 2(b), in which the traffic
for the receiverD0 (flow 0) is corrupted by the transmis-
sion of nodeS1 (flow 1) [7]. In a 802.11 world, a RTS/CTS
handshake was designed to overcome this problem within
a network configuration like Fig. 1(a). In this scheme, the
transmitter sends a RTS packet to the receiver. All neigh-
boring nodes overhearing this packet must defer their trans-
mission according to the expected duration of the commu-
nication. When RTS arrives at the receiver, it replies with a
CTS packet in which it inserts the duration of the communi-
cation so that the node’s neighbors defer their transmission
as well. It is only on receipt of a CTS that the sender may
transmit the data packet. However, such a scheme becomes
inefficient in a configuration like in Fig. 2(b), because the
interferer transmitter (i.e. nodeS1) is out of the transmis-
sion range of the receiver (i.e. nodeD0) that may therefore
not decode the received CTS.

The fairness level is measured by the throughput of
sources in the network. All sources are identical and of
CBR (Constant Bit Rate) type with constant packet size.
The sending rate of a single source is sufficiently high to
overload the link. We assume that the capture effect does
not exist (i.e. when two or more signals overlap at the re-
ceiver, it considers that a collision occurs without consider-
ing each signal power). The design of the proposed solution
is presented in the following and verified by simulation in
NS-2 using the topologies depicted in Fig. 2.

Table 1 shows the simulation results for the basic sce-
narios with a classical ad hoc network exhibiting unfairness
between nodes and flows. In scenario 2(a), nodeS1 (flow 1)
has to wait for both nodesS0 andS2 (flows 0 and 2) to stop
sending before accessing the channel. NodesS0 andS2 are
not in the sensing range of each other. In scenario 2(b), node
S1 is not aware of the existence of nodeS0 and generates
greedily, harming the receipt of flow 0 at nodeD0. Thus,
flow 0 can not even experience a successful transmission,
and does not appear in the graphic.

These two problems can be viewed as anincomplete
knowledge of the neighborhood activities or a lack of syn-
chronisation. The following section aims at extending DCF
to handle the ad hoc operating mode.

3. Design of a fair access method

The problems identified in the previous section are ad-
dressed in the following, as well as their integration into
802.11 DCF.

3.1. Incomplete knowledge of the neighbor-
hood activities problem

Hidden station and unbalanced contention problems do
not appear if the state of each node is propagated to its
neighborhood. The state of a node is defined by the ongoing
communication. Thus, the emitter is in a sending state. The
receiver is in a receiving state, either it is the destination of
the communication or not. Otherwise, no communication
is present and the node is in the idle state. As the access
method is carrier sense-based, the neighbors of emitter are
aware of its sending state, thus this state is taken into consid-
eration in the access method procedure itself. For instance,
in the three-pairs scenario (Fig. 2(a)), the two side couples
know when the center couple is transmitting. The problem
resides in the receiving state of the node. Indeed, in a direct
link ad hoc configuration, some neighbors of a node in re-
ceiving state are not informed of this situation. For instance,
in Fig. 2(a), nodeS0 is not aware that nodeS1 is receiving
from nodeS2 (because nodeS1 cannot transmit while the
channel is occupied by nodeS2), and so is nodeS2 for the
transmission of nodeS0. The same observation is made in
Fig. 2(b) for transmission from nodeS0. Thus, the miss-
ing propagation of node state involves the receiving state.
Then, an incomplete knowledge of neighborhood activities
may explain fairness issues.

The propagation of the receiving state of each node to
its neighbors constitutes a natural way to fix the hidden sta-
tion and the unbalanced contention issues. In infrastructure
mode as depicted in Fig. 1(a), the RTS/CTS handshake in
802.11 aims at broadcasting to neighbors of the sender and
the receiver the information indicating that a communica-
tion will take place between them, and reserves the medium
along the transmission period. However, in ad hoc mode,
this mechanism is no longer efficient as some nodes cannot
interpret or receive control packets indicating a receiving
state. In Fig. 2(b), nodeS1 cannot decode the CTS sent
by nodeD0 as it is out of its transmission range. RTS/CTS
mechanism aims to ensure synchronization at MAC level
as far as nodes are within transmission range of each other.
Once they are located out of the transmission range, this ap-
proach is no longer relevant. Thus, the receiving state of a
node should be deduced by a simpler signal which is present
along the duration of the communication. As this signal
cannot be transmitted in the same channel as that used by
the emitter, then it should require another channel. In this
case, synchronization is done at the physical level. The ad-
ditional channel purpose is for out-of-band signaling only.
The signal on this signaling channel is of busy tone type
(existence or absence of a signal). Initially, the busy tone
scheme was proposed in [16] as an access method that tack-
les with hidden station and exposed station problems. In
the DCF context, the busy tone signal will serve for a node
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Table 1. Flows throughput with classical DCF

to indicate that it is in receiving state. Thus, a node keeps
on generating a signal as long as it receives data from other
nodes and stops the signaling when the channel becomes
idle. The node generates a busy tone signal even if it is not
the destination of the packet in order to prevent an unadver-
tised node from starting a new communication.

The integration of these functionalities in legacy IEEE
802.11 DCF concerns: (1) The introduction of a signaling
channel. It is worth noticing that the signaling channel is
only informative and, a narrow band of frequency is suf-
ficient. (2) An additional condition for the carrier sensing:
any node in the network considers both the working channel
state and the signaling channel state during carrier sensing
phase. That is, a node considers the medium to be idle only
if the two channels are idle. Then, the backoff timer will
resume depending on the inactivity of both channels.

In this case, both side transmitters of Fig. 2(a) are aware
of the existence of each other. Indeed, the central pair prop-
agates its receiving state and then, the activity of a side pair
to the other side pair. It can be viewed as establishing a sin-
gle medium shared by the three pairs. Similarly, the hidden
aggressive transmitter of Fig. 2(b) senses the communica-
tion of the neighboring flow thanks to the signaling channel.
Indeed, the DCF access method considers the medium busy
during sensing period when a busy signal is detected on the
channel. Table 2 shows the results of the evaluation of the
proposed changes in DCF for the two considered scenarios.

In scenario (a), unfairness is less severe but still remains.
This can be explained by the fact that the two side transmit-
ters are aware of the existence of each other when nodeS1

generates a busy signal while receiving transmission from
one of the two other transmitters. However, each success-
ful transmission results in an ACK not being decoded by
the middle pair, namely nodeS1, that generates an EIFS.
Then, the medium access of nodeS1 is biased because when
one side pair finished its transmission, nodeS1 waits for an
EIFS and the other side pair accesses the channel. In sce-
nario (b), nodeS1 is aware of the existence of flow 0 thanks
to the generation of a busy signal when nodeD0 receives a
transmission from nodeS0. However, contrary to the previ-

ous subsection, it turns out that nodeS1 (flow 1) now suf-
fers from unfairness from flow 0. Indeed, when nodeD0

finishes to receive a packet, it sends an ACK to nodeS0 that
is also received by nodeS1. The latter cannot decode the
received ACK and thus, triggers an EIFS. Therefore, node
S0 accesses the medium more often.

3.2. Difference of ranges or EIFS problem

In ad hoc configuration, the EIFS issue leads to differ-
ent waiting period start times of the transmitters. A solution
consists in equalizing waiting periods. That can be accom-
plished using one of the following strategies: (1) Prevent
the triggering of EIFS, (2) Activate EIFS for all nodes in
contention when a node triggers EIFS.

The utility of EIFS delay can be reconsidered in the
current context. In 802.11, it is used to keep an ongoing
transmission safe from interferences of a node that is not
aware of the duration of the communication. This node
is then desynchronized with the current transmission. The
802.11 committee chose to have a single channel in the ac-
cess method. Then, the resynchronization process must be
done on temporal basis, namely, with the EIFS waiting de-
lay. However, unfairness phenomena that it conveys are re-
ported in the previous subsection and in [5]. With the exist-
ing signaling channel serving to synchronize the receiving
state of nodes, a resynchronization with EIFS seems redun-
dant.

Following this line of thought, Table 3 shows the evalua-
tion of the hidden station scenario with the signaling chan-
nel and the suppression of EIFS delay. The results exhibit
an improvement in fairness level, however, unfairness phe-
nomena still remain. This can be explained by the fact that
the two transmitters do not detect the end of flow 1 at the
same instant. Indeed, nodeS0 considers the medium to
be idle when nodeD0 stops sending in the signaling chan-
nel. It does nothear the ACK transmitted byD1. Node
S0 launches its medium access period while nodeS1 is
still receiving the ACK. This difference in the beginning of
medium access process gives nodeS0 advantage over node
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Table 2. Flows throughput with signaling channel

Hidden station Fig. 2(b)
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Table 3. Flows throughput with signaling
channel without EIFS (Fig. 2(b))

S1. It consists in the duration of a SIFS and the transmis-
sion of an ACK and equals approximately314µs (an EIFS
equals364µs). However, no problem appears for the trans-
mission of flow 0. As shown in Table 3, this leads to an
unfair situation in favor of flow 0. Then, the solution of
suppressing EIFS is not efficient, since it must be kept in
order to balance the waiting procedure.

The principle of the second alternative consists in equal-
izing the waiting delay. When a EIFS is triggered at a node,
the competitor nodes have to act similarly. That eliminates
the channel access bias introduced by frequent transmission
deferments due to undecodable packets. A synchronization
signal is emitted when an EIFS delay is activated within
a node. The implementation of this strategy in physical
layer can be either an additional dedicated channel or use
of the signaling channel with the signal type deduced from
its duration. One notes that a short signal or an impulse is
sufficient for the EIFS synchronization. All emitters in the
neighborhood hearing this signal also defer their transmis-
sion by engaging an EIFS waiting period. However, a con-
tending source can be located two hops away of the node
that initially launches the signal. As in Fig. 2(b), they are
two hops away from each other. In this specific case, the
unaware competitor will access the channel as it does not
receive the signal. To deal with this situation, if a node
that has just finished transmitting (an ACK, for instance, in

the case of Fig. 2(b)) receives an EIFS signal within about
twice the maximum propagation delay (the time spent for a
signal to reach the farthest node and to come back) from the
transmission of the last bit, it is likely due to its last sending,
then it rebroadcasts the signal in such a way that the com-
petitor being two hops away is aware of the situation. In the
case of Fig. 2(b)), the transmission of an ACK from node
D0 makes nodeS1 to enter in EIFS deferment and to gen-
erate an EIFS signal. As nodeD0 receives this signal and
has just finished its transmission, it rebroadcasts it in such
a way that nodeS0 receives it and triggers an EIFS waiting
period. EIFS delay synchronization is effective in despite
of the fact that nodeS0 is a two-hop away competitor (for
S1). The mechanism works when the EIFS signal is due to
flow 1.

The results of the designed solution named FWM to the
basic scenarios are represented in Table 4. Figures show
that unfairness is no longer present for the two considered
basic scenarios.

The integration of these new functionalities in legacy
IEEE 802.11 concerns: (1) The introduction of a second sig-
nal of an impulse type. Like the first busy signal, the EIFS
signal is only informative to state if either an EIFS waiting
delay should be performed or not. (2) The triggering of an
EIFS waiting period when an EIFS signal is received.

To sum up, a node requires two channels: a working
channel running DCF and an out-of-band signaling chan-
nel. Minor modifications are performed in DCF: the con-
sideration of the signaling channel for carrier sensing access
method and the triggering of an EIFS waiting period if an
EIFS signal is present.

4. Evaluation of the proposed solution

Jain’s fairness index [6] is used to measure fairness. It is
defined as follows:

F =
(
∑

xi)
2

n(
∑

x2
i
)

wherexi is the share of flowi andn the number of flows.
A totally fair allocation has a fairness index of 1 and totally
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Table 4. Flows throughput with FWM

unfair allocation, a fairness index of1
n

. The sum
∑

xi rep-
resents the total throughput of the network and the standard
variationσ, its variability. The evaluation results of the ba-
sic scenarios (Fig. 2) are presented in Table 5.

Case Classical DCF FWM∑
xi σ F

∑
xi σ F

Fig. 2(a) 176.80 0.92 0.68 89.00 0.66 0.99
Fig. 2(b) 88.66 0.15 0.5 88.14 0.15 0.99

Table 5. Performance comparison for basic
unfair scenarios

The results show that the proposed solution FWM is effi-
cient to provide fairness in the studied cases while ensuring
a stable throughput. The fairness index in the two scenar-
ios is close to 1, which expresses a fair allocation. In sce-
nario Fig. 2(b), the total bandwidth usage remains almost
the same, but in scenario Fig. 2(a) it falls to about half of its
value. Indeed, with DCF, the two side emitters can transmit
simultaneously and the central pair is starved. It is like hav-
ing two different links. The introduction of FWM can be
viewed as constituting a single link. It is then obvious that
bandwidth usage decreases by a factor of 2. That constitutes
the well-known trade-off between efficiency and fairness. A
gain in fairness reduces the efficiency and inversely, a good
efficiency leads to an unfair share of the resources. Now,
let’s evaluate this scheme in other scenarios (Fig. 3). The
following scenarios are combinations of the basic cases. All
conditions remain the same. The results for a classical net-
work with only DCF and with the proposed solution FWM
are shown in Table 6.

Fig. 3(a) represents a common illustration of the EIFS
problem ([14], [5]). NodeS1 defers its transmission almost
all the time due to that ofI10, because of its incapacity to
decode it. Flow 1 is impacted. Indeed, nodeD0 is com-
prised within the sensing range of nodeS1 but is out of its
transmission range. So, when nodeD0 sends ACK in reply
to nodeI10’s data packet, nodeS1 receives the transmission

Flow 1 Flow 0

rt < d < rs

D0I10S1

(a)

Flow 1

Flow 0

d > rs

rt < d < rs

rt < d < rs

D0

S0 S1D1

(b)

Flow 0 Flow 2

Flow 1

rt < d < rsrt < d < rs

D0

S0 D1

S1

D2

S2

(c)

Flow 0

I34I23I01S0 I12 D4

(d)

Figure 3. Other unfair scenarios

but cannot decode it. Then, it freezes for an EIFS (that is
much larger than a DIFS) while nodeI10 waits only a DIFS
before accessing the channel. Then, nodeI10 will access,
more often than nodeS1 as shown in Table 6. The introduc-
tion of FWM solves efficiently this problem.

In Fig. 3(b), nodeS1 is an hidden station to nodesS0 and
D0, and when nodeD1 receives successfully a packet from
nodeS1, it sends an ACK generating an EIFS at nodeS0.
In classical DCF, the hidden station effect is stronger than
EIFS issue caused by ACK generation asD1 experiences
rarely a successful reception. Flow 1 is totally starved and



cannot even get a portion of the bandwidth, corresponding
to a fairness index equals to1

n
= 0.5. When FWM is ap-

plied, fairness is present while total bandwidth utilization
remains the same.

In Fig. 3(c), nodeS1 is a hidden station to both nodesS0

andS2. Thus,D1 encounters interferences from nodesS0

andS2. When nodeD1 receives a packet from nodeS1, it
makes nodesS0 andS2 wait for an EIFS. In a classical net-
work, such interaction between flows cause the network to
be unstable, but the fairness index equals 1 in average. With
FWM applied, the network reaches fairness and stability but
total bandwidth usage reduces from 118 to 89. In addition
to the fairness-efficiency trade-off, the stability-efficiency
trade-off appears as for DCF, the standard variationσ equals
37 with DCF and falls to less than 1 with FWM.

In Fig. 3(d), nodeS0 sends traffic to nodeD4. Intra-flow
contention [17] exists between nodes, which are in inter-
ference range of each other, along the path. This results
in an unstable behavior of the throughput for the classical
case. When FWM is used, the instability disappears while
the bandwidth usage remains the same. More coordination
exists between nodes.

Case Classical DCF FWM∑
xi σ F

∑
xi σ F

Fig. 3(a) 88.72 0.24 0.65 87.97 0.30 0.99
Fig. 3(b) 88.66 0.15 0.5 86.61 0.12 0.99
Fig. 3(c) 118.88 37.60 0.89 89.04 0.68 0.99
Fig. 3(d) 16.51 2.16 - 15.64 0.83 -

Table 6. Performance comparison for other
unfair scenarios

These results show all fairness and stability when the
FWM scheme is applied. As expected, simulations with
various packet sizes result in the same conclusion [8] .

5. Existing solutions

Some recent papers address the fairness problem in IEEE
802.11-based networks. In [3], modifications to backoff
mechanisms are proposed for Wireless Local Area Net-
works (WLANs). Stations rate is ruled by an AIMD (Addi-
tive Increase Multiplicative Decrease) policy. A successful
transmission leads to an increase of the rate while a fail-
ure makes the rate decrease. Some heuristics are given to
choose suitable values for AIMD parameters. This estima-
tion supposes the knowledge of the expected goodput or the
number of stations, for example. Heusse et al [10] remove
the backoff part of IEEE 802.11 and tackle with congestion
avoidance by tuning the contention window. This tuning is

based on idle slots observed by stations. While this mech-
anism exhibits better performance compared to DCF, it has
not been tested for ad hoc configurations and does not take
specific ad hoc issues into consideration. A probabilistic
NAV (Network Allocation Vector) is added to IEEE 802.11
in [4] if the station is monopolizing the network. An op-
portunity is given to unfavoured stations to transmit. Still,
the mechanism relies on parameters values whose tuning
is not presented in the paper. Bruno et al [2] propose to
insert an additional transmission control to backoff mech-
anism. When the backoff timer reaches 0, a probability of
transmission is computed by the sending station. This value
is determined by the slot utilization [1] and by station us-
age of the bandwidth. While these schemes show improve-
ments in fairness and channel utilization, the entire informa-
tion asymmetry is not directly addressed. The computation
of the slot utilization supposes that the packet length dis-
tribution is known. Recently, a deterministic method was
proposed in [15] to provide fairness in 802.11 ad hoc net-
works. It inserts a waiting time based on the sharing (or
not) of the channel. For some configurations the protocol
performs well, but for some others as the one presented
in in Fig. 2c, the unfairness problem still persists. Be-
sides, the choice of parameters values depending on con-
sidered topology makes its implementation more difficult.
EHATDMA [9] addresses fairness issues by using an hy-
brid asynchronous time division multiple access, and con-
sidering their main causes separately. Even if performance
results are very promising, its complexity and the use of
TDMA make its implementation in 802.11 technology hard.
Emerging standards for Wireless Mesh technology are pre-
sented in [12]. Task group IEEE 802.11s studies enhance-
ments for this type of networks to facilitate multi-channel
operations for single radio devices [13]. Nodes utilize a
common channel for the selection of a free channel for data
communication. That reduces the contention among nodes
and improves performance. However, this approach is sen-
sitive to network density. Indeed, with a large number of
nodes in contention, the number of channels is not enough,
fairness issues can still appear within data channels.

To sum up, all the previous solutions require either the
tuning of different parameters or a knowledge of the under-
lying network or the traffic pattern. Besides, the implemen-
tation of most of them in real world scenario introduces too
many modifications in original DCF access.

6. Conclusion

This paper presents a simple Fair Wireless MAC (FWM)
for IEEE 802.11-based ad hoc networks. It aims at provid-
ing fairness in wireless ad hoc networks independently on
the location of nodes within the network.

Three main causes of unfairness are identified and clas-



sified into two categories: the lack of synchronization and
EIFS issue. The solution consisting in the propagation of
neighboring information and a balanced waiting time is
proposed. An additional dedicated channel is required by
FWM. When a node is in a receiving state, it continuously
transmits on the signaling channel. Carrier sensing takes
this signal into consideration for the determination of the
medium state. However, this mechanism is not sufficient
to solve the EIFS issue caused by differences in sensing
and transmission ranges. The solution is to trigger syn-
chronously an EIFS wait period. A node entering an EIFS
deferment generates a short signal (an impulse). Each node
receiving the impulse will also start an EIFS wait period.
The last transmitter occupying the channel rebroadcasts the
signal if that is due to its last transmission. FWM proposes
to combine CSMA/CA with the busy tone scheme to pro-
vide fairness. Extensive simulations on NS-2 show the effi-
ciency of the proposed protocol in various scenarios. From
the implementation point of view, this solution is feasible
because IEEE 802.11 allows three separate channels. The
main advantages of FWM come from its simplicity and be-
cause it does not require additional computation capability.
Also, it supposes no knowledge on the traffic or the topol-
ogy and it does not rely on parameters others than that of
IEEE 802.11, making it flexible for various configurations.
The nature and operation of basic DCF are kept as only mi-
nor modifications are performed to which stability of the
protocol is attributed. The main drawback of the proposed
solution is the use of an additional signaling channel. How-
ever, the authors are convinced that nodes resynchronization
cannot be efficiently performed by a temporal mechanism; a
spatial mechanism, namely a dedicated channel and signal
are necessary. Implementation constrains are minor com-
pared to the advantages provided to the communications in
ad hoc networks.
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